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Job analysis data are largely judgements from subject matter experts (SMEs), judgements

with unknown accuracy. To date, accuracy has been inferred largely based on inter-rater

reliability or agreement between SMEs and without reference to an external criterion.

The current research examined job analysis rating accuracy by comparing SME

importance ratings of knowledge, skills, abilities, and other requirements (KSAOs) with

the validity of measures of these same KSAOs in predicting job performance. We tested

hypotheses about whether SME judgement accuracy is moderated by SME job tenure,

industry experience, role, self-reported knowledge of the job, and data scrubbing. Four

independent tests involving 48 separate validation studies were conducted. In three of the

four samples, there was a large (r = .50 range) relationship between trait importance and

trait validity, showing that job analysis ratings can be directly related to test validities and

serve as a measure of job analysis accuracy. Moderator analyses showed that the best

results may come from supervisors, rather than incumbents, and those who know the job

extremely well (therewere no differences due to SME job tenure, industry experience, or

deletion of outliers). Showing a direct relationship between SME judgements and actual

criterion-related validity provides a new lens for operationalizing accuracy in job analysis

research.

Practitioner Points

� This study demonstrates that test validities can serve as ameasure of accuracy, providing a new avenue

for job analysis research.

� Themost accurate job analysis ratings came from supervisors and thosewho reported knowing the job

extremely well.

Although job analysis underlies many of the initiatives undertaken by organizations to

improve individual performance (e.g., selection, performance appraisal, and training), its

focus in published research has declined in popularity (Cascio&Aguinis, 2008; Morgeson

&Dierdorf, 2011; Sanchez & Levine, 2012). One reason why research on job analysis may
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have stalled is that there is no conclusive way of determining ‘best practices’. Job analysis

data are largely judgements from subjectmatter experts (SMEs). Thesemay be judgements

about the job (e.g., how frequently a task is performed, howdifficult that task is to learn, or

how big are the consequences associated with performing it incorrectly?) or about the
worker (e.g., how important is a particular knowledge, skill, ability, or other characteristic

(KSAO) to effective performance and is that KSAO needed at time of hire?). Either way,

SMEs are typically rating work activities or worker characteristics on closed-ended scales

and these data used to make decisions impacting programmes and people. Morgeson and

Campion (1997) identified a host of social and cognitive sources of potential error in job

analysis data. One consequence has been an important discussion about the concept of

accuracy in job analysis data (Morgeson & Campion, 2000; Sanchez & Levine, 2000). As

Sanchez and Levine (2000) noted, there is no ‘gold standard’ or unambiguously correct
depiction of a job’s tasks, requirements, or conditions.

The purpose of this research was to begin to fill this void. We report research linking

job analysis ratings of KSAOs to the resultant validities ofmeasures of these sameKSAOs in

predicting job performance. In doing so, we offer a new and potentially better way of

operationalizing the concept of ‘accuracy’ in job analysis conducted for selection

purposes –which job analysis practices result in importance ratings most strongly related

to criterion-related validities? While much research has been conducted on job analysis,

without an accepted criterion of accuracy it has been difficult to determine which
methods, sources, or practices provide the best information. Based on prior theory and

research, we consider six variables that might moderate the accuracy of job analysis

ratings: SME role (incumbent vs. supervisor), SME job tenure, SME industry experience,

frequency of SME contact with the job, self-reported SME knowledge of the job, and data

scrubbing for outliers. Using the job analysis–validity relationship as our criterion, we

illustrate how guidance can be provided as to which are important considerations and

which are not.

Accuracy in job analysis ratings

Past research on accuracy, reliability, and agreement

Todate, the accuracy of judgements fromSMEs, be they judgements about the jobor about

the worker, has been largely determined without reference to an external criterion. The

most common practice has been to rely on measures of consistency, usually either inter-

rater reliability or agreement (Morgeson & Campion, 1997). There have been many

studies of the reliability of job analysis ratings. For example, in their meta-analysis of 299

reliability coefficients from 49 studies, Dierdorff andWilson (2003) found inter- and intra-

rater reliabilities to be higher for tasks than work activities and that incumbents provided

less reliable ratings than job analysts or experts (which included supervisors). Research
also suggests that job analysis ratings of worker attributes are reliable, albeit to a lesser

extent (e.g., Dierdorff & Morgeson, 2009; Peterson et al., 2001a; Tsacoumis & Van

Iddekinge, 2006).

Many studies have suggested that inter-rater differences in work activity ratings may

not reflect error, but rather real differences in how incumbents go about doing their jobs

(e.g., Borman, Dorsey, & Ackerman, 1992; Dierdorf & Morgeson, 2007; Sanchez, Prager,

Wilson, & Viswesvaran, 1998). Similarly, differences in intra-rater reliability may reflect

changes over time in how the incumbent approaches the job and not measurement error
(Befort & Hattrup, 2003; Borman et al., 1992; Landy & Vasey, 1991; Prien, Prien, &
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Wooten, 2003; Sanchez, 1990). There have been several theoretical explanations offered

for the reasons for differences in job analysis results. The lack of agreement between SMEs,

rather than indicating inaccuracy, may reflect ‘job crafting’ or real differences in how

incumbents mould the job to enhance their outcomes (Bruning & Campion, 2018;
Wrzesniewski&Dutton, 2001).Dierdorf andMorgeson (2007) used role theory to explain

how interdependence, autonomy, and routinization in the work social context allowed

differences in idiosyncratic role enactment. Borman et al. (1992) used career develop-

ment theory to explain learning that occurs over one’s career. Finally, Befort and Hattrup

(2003) used leadership theory to explain why more experienced managers might

emphasize contextual behaviours.

Past research on measuring job analysis accuracy as outcomes

As alternatives to reliability-based measures of accuracy, it has been suggested that

researchers shift focus to the consequences associated with the job analysis (Sanchez &

Levine, 2000) or the validity of inferences drawn from the job analysis (Morgeson &

Campion, 2000). Despite having been suggested more than 18 years ago, relatively little

research has been conducted examining the consequences of job analysis (c.f., Jones

et al., 2001; Levine, Ash, & Bennett, 1980; Manson, 2004; Van Iddekinge, Raymark, &

Eidson, 2011). While research is only beginning to shift from reliability to consequences,
examining job analysismethods and results in the light of the purpose theywere collected

to serve offers an important new lens for research. In a selection context, information is

often gathered on the importance of KSAOs for job performance to guide decisions about

both the content andmethodof the selectionprocedures to beused. This suggests that the

accuracy of KSAO importance inferences should be verified by comparison to the

accuracy withwhich these KSAOs predict job performance.When captured for purposes

of selection system design, the bestmeasure of job analysis accuracywould be the validity

of assessments developed or selected based on the job analysis. The most accurate job
analysis information then would be that which is most strongly related to the resulting

validities of the KSAOs in predicting performance.

There is surprisingly little research on the relationship between job analysis and

validity. Several meta-analyses indicate that assessments based on a job analysis show

greater criterion-related validity than those not derived from an analysis of the job or its

requirements (e.g., Dye, Reck, & McDaniel, 1993; McDaniel, Morgeson, Finnegan,

Campion, & Braverman, 2001; Tett, Jackson, & Rothstein, 1991; Weisner & Cronshaw,

1988). However, these studies only examined whether or not a job analysis was
conducted. This does not show that job analysis ratings, which are the fundamental data

collected in most job analyses, are directly related to criterion-related validity. For

example, it could be that the apparent relationship is due to an unmeasured third variable

(e.g., competent test developers (1) build valid assessments and (2) conduct job analyses,

but would build valid assessments even if they did not conduct the job analyses).

In fact, the few studies that have directly compared job analysis ratings with validities

have been far less encouraging. Ostroff and Schmitt (1987) used the criterion-related

validities of six dimensions from an in-basket exercise as the dependent variable and the
content validity ratio (CVR) of these as the independent variable. Their results showed no

relationship between the two, suggesting that the degree towhich a construct is essential

to the job was unrelated to the validity of that construct in predicting performance.

Carrier, Dalessio, and Brown (1990) conducted a similar study using interview ratings

collected from three different samples on three different interview forms. Although the
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item CVRs were significantly related to item validities in one of the samples, the

correlation between the two was negative and not significant in the other two. A number

of studies have also looked at the validity of test batteries comprised of cognitive ability

measures constructed on the basis of varying degrees of match between test and job
content. Peterson, Wise, Arabian, and Hoffman (2001b) found that general composites

created from the Armed Services Vocational Aptitude Battery (ASVAB)were usually about

as valid as those designed specifically for a job. Other studies of the ASVAB reached similar

conclusions (Earles & Ree, 1992; Fairbanks, Welsh, & Sawin, 1990; Jones & Ree, 1998).

Consistent with this, Murphy (2009) has argued that when a set of tests are positively

correlated with one another and the criterion (a condition called positive manifold), a

battery created from any subset of the tests will be valid and often as valid as one derived

from an analysis of the content of the job. However, because of their oftentimes small
intercorrelations, Murphy (2009; Murphy, Dzieweczynski, & Zhang, 2009) did recognize

that content validity might be relevant in identifying personality tests that would be most

useful in predicting performance.

Therefore, in the current research we rely on the criterion-related validity of

personality measures to first test the fundamental assumption that job analysis ratings

from SMEs provide insight into the constructs that should be included in an assessment.

To provide a robust test of our hypotheses, we use validities computed in four samples as

criteria to evaluate directly the relationship between job analysis ratings and criterion-
related validity. Although direct tests of this question (e.g., Carrier et al., 1990; Ostroff &

Schmitt, 1987) have suggested otherwise, given (1) the limitations of those studies, (2) the

meta-analytic research showing predictors based on a job analysis to be more valid than

those not, and (3) the theoretical support for a link between content and criterion-related

validities (e.g., Binning & Barrett, 1989), we believe that KSAOs ratings will be related to

resulting validities.

Hypothesis 1: Importance ratings of personality constructs will be significantly related to the

validities observed when measures of those constructs are correlated with job

performance.

Potential moderators of accuracy

Using validity as the measure of accuracy also offers another way of testing theory about

the relative merits of different types of SMEs and other job analysis practices. Harvey

(1991) called the choice of who to capture job analysis information from as one of the
most critical decisions to bemade in any job analysis. Specifically, we consider the relative

accuracy of five variations in SME composition and one recommended data analytic

practice.

SME job tenure and accuracy

The research on SME job tenure has yielded mixed results, with some finding important

differences as a function of tenure (Borman et al., 1992; Goldstein, Noonan, & Schneider,
1992; Landy & Vasey, 1991; Richman & Quinones, 1996; Tross & Maurer, 2000), while

others finding no difference (Cornelius & Lyness, 1980; Green & Stutzman, 1986; Mullins

&Kimbrough, 1988; Schmitt&Cohen, 1989).Most of this research focusedon task ratings

though, with only two studies comparing KSAO ratings (Goldstein et al., 1992; Tross &

Maurer, 2000). Both found a slight tendency for more tenured SMEs to provide higher

ratings. Regarding potential accuracy implications, as compared to less tenured SMEs,

more tenured SMEs may (1) rate KSAOs differently (Goldstein et al., 1992; Tross &
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Maurer, 2000), (2) allocate their time differently (Borman et al., 1992; Landy & Vasey,

1991), and (3) perform better (McDaniel, Schmidt, & Hunter, 1988). Based on this, we

expect that tenure should increase knowledge of the job and its requirements and that

more tenured SMEs will therefore provide more accurate information on KSAO
importance than less tenured ones.

Hypothesis 2: The relationship between importance ratings of personality constructs and

observed validities will be stronger when importance ratings are captured from

more job-tenured than less job-tenured SMEs.

SME industry experience and accuracy

Research on the effects of experience on job analysis ratings has largely focused on job

tenure. Past research has not explicitly examined differences in industry experience, but

the research on tenure suggests that SMEs having the benefit of greater industry

experience should have a better understanding of context and a broader base of

knowledge on what it takes to do the job well. While Dokko, Wilk, and Rothbard (2009)

found industry experience to be unrelated to performance, others have consistently

found that employers are willing to pay a premium for it (Ang, Slaughter, & Ng, 2002;

Goldsmith & Veum, 2002; Parent, 2000). This premium paid for industry experience is
presumably for the enhanced knowledge this experience provides, knowledge which

should have the same effect on job analysis accuracy as that due to job tenure. Thus, we

expect industry experience to be beneficial to SMEs and enable thosewith high levels of it

to provide more accurate ratings than SMEs with less industry experience.

Hypothesis 3: The relationship between importance ratings of personality constructs and

observed validities will be stronger when importance ratings are captured from

SMEs with more industry experience than from SMEs with less industry

experience.

SME role and accuracy

As regards role, job analysis questionnaire information is typically captured from one of

three sources: incumbents, supervisors, or job analysts. Dierdorff and Wilson (2003)

compared these three sources in theirmeta-analysis and found that analysts demonstrated

the highest inter-rater reliability and incumbents the lowest for both tasks and behaviours.

Incumbents also demonstrated the lowest intra-rater reliability. On the other hand,

Richman andQuinones (1996) found that incumbentsweremore accurate than observers

(pseudo supervisors) when rating task frequency. Others (Manson, Levine, & Brannick,

2000; Sanchez, 1990) have found there to be little difference between incumbents and
supervisors across task inventory ratings, leading them to conclude that the choice of

respondent will have little impact on results.

Guder (2012) suggested that incumbentsmaybebetter positioned to describe how the

work is actually performed, and therefore be better able than supervisors to accurately

report the tasks performed on the job. When it comes to job requirements, however,

theory and research suggest that supervisors may provide themore accurate information.

As opposed to more observable tasks, job requirements often involve more abstract

judgements of unobservable psychological constructs such as the importance of ability or
personality (Harvey, 1991). Because the accuracy of ability or personality requirements

are more difficult to verify, they may be more prone to inflation. Morgeson, Delaney-

Klinger, Mayfield, Ferrara, and Campion (2004) confirmed that incumbents’ ratings of

ability statements were significantly more inflated than were task statement ratings, a

768 Jeff A. Weekley et al.



pattern not repeated when ratings were captured from supervisors or job analysts. When

an incumbent perceives some benefit from making a positive impression, his/her ratings

of job requirements may be inflated and therefore less accurate (Guder, 2012). As

Morgeson et al. (2004) observed, respondents’ ratings may reflect perceptions of their
ownabilities rather than the abilities requiredby the job. Supervisors, because they are not

rating their own job, should be less prone to this form of self-presentation bias. Further,

because supervisors observe the performance and behaviour of multiple incumbents,

they may be better suited to identify the attributes that differentiate high from low

performers (Guder, 2012). Finally, because supervisors often consider the behaviours and

requirements of different jobs, they may benefit from a broader perspective on attribute

importance that incumbents do not share. When looking at only one job, such as one’s

own, every personality trait looks important. For these reasons, we believe that
supervisors will more accurately identify the requirements of the job.

Hypothesis 4: The relationship between importance ratings of personality constructs and

observed validities will be stronger when importance ratings are captured from

supervisors rather than incumbents.

Knowledge of job and accuracy

Subjectmatter expertsmay differ in terms of howwell they know the job. The rationale for

using role, tenure, or industry experience in the above hypotheses is partly that they serve

asproxies forknowledge. Forexample,bothLandyandVasey (1991)andTross andMaurer

(2000) suggested that one explanation for why longer tenured incumbents gave different

job analysis ratings was because they perform tasks differently due to more knowledge.

Landy and Vasey (1991) also found some small differences in job analysis ratings by

educational level, which is related to knowledge. More directly, job analysis research has

generally found that raters unfamiliar with the job being rated do not provide the same job
analysis ratings because they lack knowledge of the job (Cornelius, Denisi, & Blencoe,

1984; Harvey& Lozada-Larsen, 1988). Therefore, although previous research has not used

SME self-reported knowledge of the job as a predictor of job analysis ratings, related

research suggests thatmore knowledgeof the job should lead to better job analysis ratings.

Hypothesis 5: The relationship between importance ratings of personality constructs and

observed validities will be stronger when importance ratings are captured from

thosewho report knowing the job extremelywell as compared to those reporting

knowing it less well.

Data scrubbing and accuracy

As previously discussed, the accuracy of job analysis ratings is usually assessed via

measures of agreement or reliability. As with any other measure, both agreement and

reliability will be adversely impacted by the presence of outliers. An outlier is an

observation that lies an abnormal distance from other values in a random sample from a

population (Aguinis et al., 2013; Orr et al., 1991; Roth & Switzer, 2002). What is

considered ‘abnormal’ is somewhat arbitrary and typically left up to the researcher. Biddle

(2009) argues for the deletion of any rating that is 1.645 standard deviations above or

below themean,which eliminates any rating above the 95th or below the fifth percentiles
(note that he calls for the elimination of individual ratings, not raters). Eliminating

potentially aberrant ratings at either extreme should improve the accuracy of the resulting

importance ratings.
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Hypothesis 6: The relationship between importance ratings of personality constructs and

observed validities will be stronger when importance ratings are computed on

data from which outliers (ratings 1.645 standard deviations from the mean) have

been removed than when importance ratings are computed on the entire sample.

These hypotheses were tested in four samples of validation studies using importance

ratings of personality traits collected from job analysis SMEs as independent variables and

the validities of those traits in predicting performance as the dependent variables. In each

of the samples, validities were accumulated meta-analytically to serve as the criterion or

measure of accuracy. Within each sample, SMEs were divided into groups and the

importance ratings of each group related to observed validities to test the moderator

hypotheses.

Methods

Participants

There were three different types of participants in this study. First were those who

participated in the job analysis phase of 48 validation studies, which included 1,533
employees in 25 organizations. Although race, gender, and age were typically not

collected from participants during the job analysis, data on their experience (job and

industry), role (incumbent or supervisor), frequency of contact with the job, and

knowledge of the job were captured. The second and third groups of participants,

respectively, were the 12,210 employees and their supervisors who participated in the 48

concurrent validation studies across four job families providing the criterion in this

research.

Measures

First, job analysis participants rated the importance of various personality traits for

performance in a particular job. Second, these data were aggregated by group to test

moderator hypotheses. Third, validities of each traitwere obtained fromvalidation studies

of these traits by job family. Finally, thesemeta-analytic validitieswere used asmeasures of

accuracy to test hypotheses 1–6. Thus, the first set of participants described above, the job
analysis SMEs, provided the data used to calculate the independent variables in this study.
The second and third sets of participants, from the validation studies, provided the validity

data that comprised the dependent variables.

From the job analysis participants, importance ratings were captured on 17 to 21

personality traits using a five-point scale (ranging from 1 = not important at all to

5 = important to a very large extent). A single item was used to measure importance for

each trait, and all importance ratings were captured via the Internet. The importance

ratings demonstrated reasonable inter-rater reliability, with an ICC2 of 0.89 and a range

from0.63 to0.98. Although the total number of SMEs varied by study, therewas an average
of 31.94 SMEs per job (SD was 26.72). Descriptive statistics for each trait’s importance

rating are reported in Table 1.

To test the first hypothesis that importance ratings would be related to validities, the

mean importance of rating for each trait was computed across all available job analysis

SMEs. To test hypotheses two through six, participants were divided into groups and

mean importance ratings computed within group and compared to validities as described

below (because traits were the observations in this study, it was not possible to use
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regression to test our moderator hypotheses). Job tenure and industry experience were

both self-reported on the following scale: 1 = less than 3 months, 2 = 3–6 months,

3 = 7–11 months, 4 = 1–2 years, 5 = 3–4 years, and 6 = 5 years or more (with an

overall mean of 4.25 and SD of 1.33). To test hypothesis two, regarding job tenure, there

was enough variability to conduct a median split on SME job tenure within each of the 48

job analysis samples in the four job families. As a result, in one organization the median
may have involved comparing those rating tenure as a 1 or 2 with those rating it 3 or

higher, while in another organization the comparison may have been between those

rating it 1–3 with 4 and 5. For industry experience, there was far less variance among

participants (with an overall mean of 5.32 and SD of 0.84) so the two groupswere created

by comparing those with ‘5 years or more’ (65.6%) with everyone else (34.4%). To test

hypothesis four, participants self-reporting as incumbents (66%) were compared with

those reporting as supervisors (34%).

Knowledge of the job was rated on the following scale: (1) extremely well, (2) very
well, (3) somewhat well, or (4) not at all. Again, due to the skewed distribution,

comparisons were made between SMEs knowing the job extremely well (69.2%) and

those reporting anything less (30.8%). Correlations were computed between these

variables and are reported in Table 2 (the continuous scales, rather than the dichotomized

Table 1. Average importance, validities, and reliabilities across all jobs

Trait

Importance ratings Validities

k N1 Mean2 SD N3 Mean4 SD Average rxy Average rxx

Achievement 44 1,469 4.10 0.36 11,656 42.03 3.09 0.17 0.73

Adaptability 45 1,482 4.32 0.25 11,989 39.56 1.58 0.11 0.77

Analytical 25 810 3.84 0.36 6,821 40.69 1.27 0.13 0.86

Compliance 5 83 4.02 1.05 847 42.94 3.20 0.16 0.75

Concern for others 41 1,359 4.00 0.35 11,028 40.89 1.49 0.10 0.78

Cooperation 45 1,441 4.35 0.26 11,600 43.36 2.21 0.12 0.77

Decisiveness 2 38 4.26 0.30 412 38.97 1.77 0.19 0.72

Dependability 48 1,533 4.51 0.21 12,386 42.50 2.07 0.20 0.78

Detail orientation 47 1,515 4.39 0.29 12,210 39.61 2.24 0.20 0.78

Energy 41 1,356 4.00 0.36 11,190 38.44 2.78 0.19 0.77

Independence 17 632 3.84 0.25 5,530 27.07 2.07 �0.05 0.68

Initiative 44 1,384 4.23 0.25 11,731 41.77 1.73 0.27 0.82

Innovation 14 527 3.68 0.33 4,670 40.38 1.38 0.12 0.89

Integrity 37 1,314 4.32 0.53 10,858 39.43 2.09 0.14 0.71

Leadership 36 1,202 4.30 0.46 9,883 40.17 1.85 0.23 0.84

Optimism 7 151 4.13 0.12 1,516 41.84 1.50 0.19 0.77

Persistence 41 1,404 4.08 0.29 11,288 40.54 1.97 0.16 0.75

Persuasion 16 553 3.51 0.37 3,633 34.77 3.34 0.12 0.75

Self-control 45 1,407 4.44 0.24 11,337 38.15 2.55 0.12 0.79

Social orientation 35 1,216 4.06 0.43 10,207 39.55 2.96 0.09 0.73

Stress tolerance 45 1,433 4.26 0.29 11,580 38.65 1.71 0.13 0.81

Notes. k = the number of validation studies in which these traits were used; N1 = the number of SMEs

from which importance ratings were captured; Mean2 = the average importance rating; SD = standard

deviation of the importance rating;N3 = the number of participants in the validation studies;Mean4 = the

average trait score; SD = standard deviation of the trait score; rxy = sample-weighted mean validity;

rxx = sample-weighted mean internal consistency reliability.
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versions, were used in Table 2). As can be seen, supervisors had significantly more

industry experience than incumbents. Surprisingly, self-reported knowledge of the job

was slightly and negatively related to both job tenure and industry experience. Finally, to

evaluate the impact of outliers, ratings of individual attributes were removed if they were
more or less than 1.645 standard deviations from the mean within each of the 48 studies.

Thus, the mean number of SMEs rating each trait was reduced slightly (with the grand

mean across all trait–study combinations dropping from 43 to 40 SMEs per construct

rated).

The validities used as the dependent variables in this studywere the validities of a set of

personality traits. A personality inventory designed around the O*NET work styles

taxonomy (Weekley, Ployhart, &Cooper-Hakim, 2005)was used,whole or in part, in all of

the validation studies. The resulting measures were the result of a rigorous three-step
process: (1) Six SMEs independently sorted a pool of 524 items into the original 17 scales

and items having less than 50% agreement were deleted, resulting in a pool of 370 items;

(2) data were collected on the 370 items from 1,169 participants and used to create 12-

item scales by retaining those items showinghigh construct loads and lowcross-loads; and

(3) data were collected on the remaining 204 items from a new sample of 520 participants

and used to create the final 10-item scales again by retaining those items showing high

construct loads and low cross-loads. Reliabilities for the majority of these scales were in

the mid 1980s, and overall, the items showed reasonable fit with the a priori factor
structure.

Since originally developed, measures of four additional traits were created and used in

a number of the studies (persuasion, compliance, risk-taking, and optimismwere added to

the original taxonomy of achievement, adaptability, analytical thinking, concern for

others, cooperation, dependability, detail orientation, energy, independence, initiative,

innovation, integrity, leadership, persistence, self-control, social orientation, and stress

tolerance). In each of the validation studies, incumbents completed an experimental test

battery containing the personality inventory, whole or in part. Each of the traits was
measured by 10 items using a five-point, strongly agree–strongly disagree, scale (e.g.,

adaptability = ‘I prefer things to stay the same andnot change’; concern for others = ‘I am

deeply moved by others’ misfortunes’; and innovation = ‘I am always coming up with

new ideas’). After reverse scoring appropriate items, scale scores were created by

summing the 10-item ratings (the online administration system did not allow skipping

items, so all 10 itemswere rated in each case). Internal consistency reliabilities (alpha) for

these personality scales across the 48 studies ranged from 0.47 to 0.93 (mean = 0.77 and

SD = 0.08).

Table 2. Descriptive statistics and intercorrelations between independent variables

Mean SD 2 3 4 5

1. Role 0.70 0.42 0.04 �0.14** 0.06* �0.01

2. Position tenure 4.20 1.20 1.00 0.38** 0.03 �0.12**

3. Industry experience 5.32 0.84 1.00 0.05* �0.08**

4. Contact frequency 1.52 0.81 1.00 0.15**

5. Knowledge of job 1.64 0.50 1.00

Notes. Role coded 1 = incumbent, 0 = supervisor; N = 1,533.

*p < .05, **p < .01.
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Independent ratings of performance were captured, almost always on research-only

rating forms, from the participants’ immediate supervisor. While all 48 studies included a

measure of task performance, the number of tasks rated varied considerably across jobs.

Additionally, a measure of organizational citizenship behaviour, or OCB, was usually
captured using a 10-item scale adapted from (Smith, Organ, & Near, 1983). Finally, where

job appropriate, customer service behaviour was also rated on a standard 10-item scale

developed by the consulting firm conducting the validation studies. To create an overall

performance composite, all available measures (up to three) within a validation study

were unit-weighted and averaged. The internal consistency reliabilities for this composite

ranged from 0.70 to 0.98 (mean = 0.92 and SD = 0.05), suggesting they could be

combined into a reliable measure of overall performance. The data included 696 different

validity coefficients, an average of 13.98 traits across 48 studies, with validities ranging
from �0.19 to 0.59 (mean = 0.11 and SD = 0.12). Because the intent is to look at the

accuracy of job analysis importance ratings rather than operational validity, the validities

were corrected for unreliability in both the predictor and criterion. Although not usually

done inoperational validation studies, corrections for predictor unreliabilityweremade in

this case, using the observed coefficient alpha, to eliminate the impact of variance across

the predictors in reliability on the job analysis–validity relationship. Because inter-rater

reliability datawere not available (only one raterwas used in every study reported herein),

corrections for criterion unreliability were made for illustration using the estimate of 0.52
from the meta-analysis of Viswesvaran, Ones, and Schmidt (1996). Probably because the

same correction for criterion unreliability was applied to all coefficients, the results were

same as when no correction was applied.

Validities derived from local studies are known to reflect substantial errors in

estimation, largely due to sampling error. Meta-analysis, by accumulating results across

multiple studies, has proven able to generate more stable and accurate estimates of the

strength of relationship between variables. In the current study, there were four job

families for which a fair number of validation studies were available: retail associate
(k = 12), retail manager (k = 15), customer service representative (k = 10), and sales

professional (k = 11). Within job family, sample size-weighted average validities were

computed across the corrected validities (as described above) and used as the criteria to

test the hypothesis. Conducting analyseswithin job family enabled four independent tests

of the hypotheses using more accurate estimates of validity. Because criterion-related

validitieswere the dependent variable in this study (our operationalization of accuracy), it

was important to eliminate controllable sources of variation in validities such as those due

to differences in job requirements, which analyses by job family helped achieve. See
Table 3 for a depiction of the resulting data sets, one for each of the four job families.

Analyses

To test hypothesis one, the overall mean importance rating for each personality trait was

used as the independent variable and the meta-analytic validity for that trait used as the

dependent variable within job family. Related to hypotheses two through five, mean

importance ratings for each trait were computed for (1) low and high job tenure groups,
(2) low andhigh industry experience groups, (3) incumbents versus supervisors, (4) SMEs

having daily contactwith the job versus anything less, and (5) SMEs reporting knowing the

job extremely well versus anything else. To test hypothesis six, the overall mean

importance rating used to test hypothesis one was compared to an alternative mean

importance rating computed after omitting outliers (as described above). To test
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hypotheses two through six, correlations were computed between the average

importance ratings, by group, and the scale validities across available work styles

measures. This was repeated four times, once within each of the four job families. The

number of personality traits on which the correlations were computed varied across the
48 original validation studies from 10 to 21. As a result, the number of traits on which the

job analysis–validity correlations were based varied by job family as follows: retail

associate (N = 20), retail manager (N = 21), customer service representative (N = 16),

and sales professional (N = 18). It is important to emphasize that it is the number of traits

which comprise the N or sample size used to test each hypothesis. While much larger

numbers of participants contributed the data making up the independent (trait

importance ratings) and dependent (trait validities) variables, the ‘observations’ in the

current analysis are the traits and the analyses are replicated four times (by job family).
Thus, our samples ranged in size from 16 to 21.

Results

Table 1 shows the descriptive statistics across all of the traits included in the studies

reported herein. To test the hypothesis that importance ratings would be related to
validities, the correlations between personality importance ratings and criterion-related

validities were computed at the job family level (see Table 4a–d). The relationship

between importance ratings and validities (see Table 5)was strong in three of the four job

families: retail associate (N = 20, r = .49, p < .05), retail manager (N = 21, r = .50,

p < .05), and customer service representative (N = 16, r = .56, p < .05). There was no

Table 3. Description of the data set used to test all hypotheses

Trait

A B C D E F G

Job family

validity

Overall

importance

rating

High

job tenure

importance

Low job tenure

importance

Incumbent

importance

Supervisor

importance etc.

1

2

3

i

Notes. 1. This data set was replicated four times, once for each job family.

2. Column A are the meta-analytically derived estimates of the validity of each personality trait within job

family.

3. ColumnB are the sample-weightedmean importance ratings for each personality trait within job family.

4. Columns C and D are the same data reported in Column B, except broken into high versus low job

tenure groups.

5. Columns E and F are the same data reported in Column B, except broken into incumbent versus

supervisor groups.

6. In a similar fashion, importance ratings were computed separately for high–low industry experience

groups, for groups reporting knowing the job extremely well versus all others, and for the importance

ratings after removing outliers (which were compared to column B).

7. Hypothesis 1 was tested by correlating columns A and B.

8. Hypothesis 2 was tested by comparing the correlations between A–C and A–D.

9. Hypothesis 4 was tested by comparing the correlations between A–E with A–F.
10. Hypotheses 3, 5, and 6 were tested with the columns described in note 6 above.
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Table 4. Average importance, validities, and reliabilities for the (a) Customer Service Representative,

(b) Retail Associate, (c) Retail Manager, (d) Sales Professional Job Family

Trait

Importance ratings Validities

k N1 Mean2 SD N3 Mean4 SD Average rxy Average rxx

(a) Customer service representative

Achievement 8 267 3.75 0.29 1,410 38.25 5.18 0.16 0.76

Adaptability 10 301 4.29 0.32 1,702 37.86 3.11 0.17 0.79

Analytical 3 61 3.64 0.50 425 40.30 1.83 0.17 0.86

Concern for others 10 301 3.81 0.50 1,702 39.67 2.78 0.14 0.77

Cooperation 10 301 4.31 0.27 1,702 41.19 3.88 0.17 0.76

Dependability 10 301 4.42 0.14 1,702 39.66 3.68 0.21 0.77

Detail orientation 10 301 4.40 0.21 1,702 37.41 3.98 0.20 0.75

Energy 6 226 3.54 0.33 1,219 34.24 1.92 0.21 0.78

Initiative 9 222 3.82 0.39 1,582 38.40 3.57 0.26 0.81

Integrity 7 248 4.19 0.47 1,381 37.97 2.19 0.15 0.75

Leadership 5 126 4.37 0.36 926 34.71 4.24 0.23 0.88

Persistence 9 289 3.76 0.32 1,572 38.28 3.78 0.17 0.76

Persuasion 3 163 2.66 0.17 769 31.31 1.17 0.08 0.73

Self-control 10 301 4.47 0.26 1,702 36.67 3.73 0.19 0.78

Social orientation 4 100 4.50 0.27 765 36.23 6.97 0.21 0.76

Stress tolerance 10 301 4.16 0.36 1,702 36.67 3.23 0.16 0.81

(b) Retail associate

Achievement 10 273 4.17 0.38 3,307 39.85 3.95 0.14 0.70

Adaptability 11 285 4.24 0.33 3,569 38.78 1.58 0.13 0.75

Analytical 5 96 3.90 0.31 1,315 37.25 1.81 0.15 0.85

Compliance 3 49 3.63 1.61 518 42.03 4.57 0.20 0.76

Concern for others 11 285 4.07 0.40 3,569 40.57 1.27 0.13 0.76

Cooperation 12 303 4.55 0.21 3,745 43.21 2.48 0.17 0.73

Dependability 12 303 4.58 0.23 3,745 42.28 2.70 0.18 0.75

Detail orientation 11 285 4.48 0.27 3,569 39.16 1.91 0.18 0.74

Energy 10 224 4.08 0.41 3,159 37.55 4.53 0.24 0.73

Independence 3 102 3.59 0.17 1,341 27.64 2.56 �0.04 0.67

Initiative 11 288 4.06 0.25 3,492 41.25 1.54 0.24 0.79

Innovation 2 49 3.73 0.06 925 39.74 1.11 0.11 0.90

Integrity 11 285 4.24 0.70 3,569 38.83 2.02 0.17 0.69

Leadership 7 191 4.14 0.63 2,285 37.52 2.14 0.17 0.85

Optimism 5 117 4.13 0.15 1,187 40.94 1.75 0.19 0.77

Persistence 8 228 3.98 0.19 3,057 39.61 2.10 0.16 0.73

Persuasion 2 59 3.66 0.32 506 36.85 6.81 0.04 0.78

Self-control 11 250 4.48 0.27 3,329 38.23 2.60 0.17 0.76

Social orientation 10 281 4.04 0.50 3,301 37.37 3.26 0.07 0.70

Stress tolerance 10 232 4.24 0.30 3,153 37.71 1.29 0.15 0.81

(c) Retail manager

Achievement 15 504 4.26 0.26 4,696 44.37 2.05 0.18 0.74

Adaptability 15 504 4.44 0.16 4,696 41.08 0.80 0.08 0.77

Analytical 12 378 4.01 0.21 3,772 42.15 1.16 0.12 0.87

Compliance 2 34 4.57 0.24 329 44.37 1.05 0.10 0.74

Concern for others 14 489 4.02 0.20 4,626 41.63 1.17 0.06 0.81

Cooperation 14 485 4.26 0.24 4,543 44.38 1.12 0.08 0.80

Continued
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relationship between the two for the sales professional job family (N = 18, r = �.02, ns).

The simple mean relationship between the job analysis importance ratings and validities
across the four job families was r = .38. Because some of the validity coefficients used as

criteria in these studies were based on relatively small samples, making them potentially

less useful measures of accuracy, the analyses described above were rerun after omitting

traits with an N for the validity estimate below 600. The relationships strengthened

Table 4. (Continued)

Trait

Importance ratings Validities

k N1 Mean2 SD N3 Mean4 SD Average rxy Average rxx

Decisiveness 2 38 4.26 0.30 412 38.97 1.77 0.19 0.72

Dependability 15 504 4.52 0.22 4,696 43.59 1.15 0.22 0.80

Detail orientation 15 504 4.33 0.33 4,696 40.79 1.90 0.24 0.81

Energy 15 504 4.27 0.29 4,696 40.23 1.79 0.17 0.79

Independence 9 291 3.62 0.32 3,199 25.79 2.24 �0.04 0.70

Initiative 15 504 4.49 0.13 4,696 43.37 1.24 0.29 0.84

Innovation 10 305 3.66 0.34 3,240 40.67 1.56 0.13 0.89

Integrity 12 456 4.44 0.46 4,432 41.31 2.17 0.11 0.71

Leadership 15 504 4.57 0.30 4,696 43.00 1.16 0.25 0.80

Optimism 2 34 4.14 0.01 329 45.11 0.58 0.19 0.78

Persistence 14 485 4.26 0.24 4,543 42.03 1.49 0.17 0.75

Persuasion 4 114 4.05 0.31 866 37.87 4.08 0.14 0.74

Self-control 15 504 4.46 0.15 4,696 39.12 1.89 0.08 0.82

Social orientation 13 466 4.08 0.39 4,284 41.13 2.81 0.09 0.75

Stress tolerance 15 504 4.35 0.21 4,696 40.11 1.45 0.11 0.82

(d) Sales professional

Achievement 11 425 4.09 0.50 2,243 42.74 2.66 0.22 0.75

Adaptability 9 392 4.23 0.24 2,022 38.86 2.10 0.10 0.76

Analytical 5 275 3.62 0.55 1,309 40.04 0.85 0.13 0.83

Concern for others 6 284 4.08 0.40 1,131 40.68 1.60 0.15 0.75

Cooperation 9 352 4.32 0.31 1,610 43.14 2.86 0.03 0.76

Dependability 11 425 4.52 0.25 2,243 42.76 1.74 0.17 0.77

Detail orientation 11 425 4.40 0.32 2,243 39.53 2.13 0.17 0.78

Energy 10 402 3.86 0.43 2,116 38.22 2.85 0.17 0.80

Independence 4 214 4.26 0.22 831 29.18 1.02 �0.08 0.68

Initiative 9 370 4.26 0.32 1,961 41.59 1.76 0.26 0.83

Innovation 2 173 3.70 0.38 505 39.70 0.69 0.03 0.90

Integrity 7 325 4.31 0.52 1,476 36.59 1.94 0.12 0.71

Leadership 9 381 4.00 0.61 1,976 39.06 2.05 0.25 0.88

Persistence 10 402 4.14 0.38 2,116 40.36 1.48 0.15 0.76

Persuasion 7 217 3.83 0.56 1,492 34.04 2.84 0.16 0.76

Self-control 9 352 4.35 0.33 1,610 36.75 3.10 0.08 0.76

Social orientation 8 369 3.93 0.48 1,857 41.15 1.13 0.07 0.74

Stress tolerance 10 396 4.22 0.35 2,029 38.42 1.67 0.10 0.81

Note. k = the number of validation studies in which these traits were used; N1 = the number of SMEs

from which importance ratings were captured; Mean2 = the average importance rating; SD = of the

importance rating; N3 = the number of participants in the validation studies; Mean4 = the average trait

score; SD = of the trait score; rxy = sample-weighted mean validity; rxx = sample-weighted mean

internal consistency reliability.
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slightly as follows: retail associate (N = 18, r = .55, p < .05), retail manager (N = 18,

r = .59, p < .05), customer service representative (N = 15, r = .56, p < .05), and sales

professional (N = 16, r = �.10, ns), and the simple mean relationship between the job

analysis importance ratings and validities across the four job families increased to r = .40.

Thus, in three of the four studies there was a strong and significant relationship between

the importance ratings provided by SMEs of various traits and the subsequent validities

observed when measures of those traits were compared to measures of performance.

Thus, hypothesis 1 was generally supported.
Hypothesis two that job tenurewouldmoderate the relationship between importance

ratings of constructs and observed validities was not supported. Table 6 shows the

importance–validity relationships by tenure group. In one case, importance ratings from

higher tenure SMEs were more strongly related to validity than those from less

experienced SMEs, but the exact opposite was found in two other cases and the average

across the four job families was not significantly different (r = .33 for high-tenure SMEs

and .40 for less tenured SMEs). Hypothesis three that industry experience would

moderate the job analysis–validity relationship was also not supported. As shown in
Table 7, only one of the comparisons was statistically significant and that difference

actually favoured thosewith less industry experience. Thus, experience, be itwith the job

or within the industry, does not appear to impact the accuracy with which SMEs report

the importance of personality traits.

Table 5. Importance–validity correlations by job family

Job family k N r p one-tailed

Retail associate 12 20 .50 <.05
Retail manager 15 21 .49 <.05
Customer service representative 10 16 .56 <.05
Sales professional 11 18 �.02 ns

Table 6. Comparison of high and low job-tenured job analysis raters

Job family High tenure Low tenure Z

Sales 0.03 0.32 2.99, p < .05 (one-tailed)

Customer service representative 0.22 0.45 2.22, p < .05 (one-tailed)

Retail associate 0.54 0.48 0.67, ns

Retail manager 0.54 0.35 2.35, p < .01 (one-tailed)

Average 0.33 0.40 0.64, ns

Table 7. Comparison of high and low industry experienced job analysis raters

Job family High industry Low industry Z

Sales 0.04 0.19 1.20, ns

Customer service representative 0.26 0.62 2.69, p < .05 (one-tailed)

Retail associate 0.46 0.45 0.12, ns

Retail manager 0.53 0.62 1.05, ns

Average 0.32 0.47 1.49, ns
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Hypothesis four that importance ratings will be more strongly related to validities

when captured from supervisors than from incumbents was partially supported. Table 8

shows the importance–validity relationships by job role. In two job families, importance

ratings from supervisors were significantly more strongly related to validity than those
from incumbent SMEs, whereas the relationship was reversed in one case and not

significant in the other. Although not large, the average difference (r = .29 for

incumbents vs. .43 for supervisors) was significant, with supervisors providing slightly

more accurate ratings of the job relatedness of personality constructs than incumbents.

Hypothesis five that SMEs reporting to know the job ‘extremely well’ would provide

more accurate importance ratings than those reporting anything less was also partially

supported. In all four samples (see Table 9), the results were in the predicted direction.

The differences were statistically significant in two of the samples and for the average

values computed across the four samples (r = .40 for those knowing the job extremely

well vs. r = .22 for anything less). Thus, deleting the relatively small proportion of SMEs

reporting less than the highest level of knowledge of the job did increase the accuracy of

the job analysis ratings captured.

Finally, hypothesis six that deleting outliers would improve accuracy was not

supported. As indicated in Table 10, removing outliers had no impact on the job analysis–
validity relationship (e.g., the averages were 0.34 and 0.33). While omitting extreme

Table 8. Comparison of incumbent and supervisor job analysis raters

Job family Incumbents Supervisors Z

Sales 0.16 0.28 0.89, ns

Customer service representative 0.15 0.48 2.66, p < .01 (one-tailed)

Retail associate 0.36 0.61 2.53, p < .01 (one-tailed)

Retail manager 0.50 0.35 1.67, p < .05 (one-tailed)

Average 0.29 0.43 1.68, p < .05 (one-tailed)

Table 9. Comparison of high and low knowledge of job analysis raters

Job family Extremely well Everything else Z

Sales 0.13 �0.02 1.20, ns

Customer service representative 0.34 0.06 1.72, p < .05 (one-tailed)

Retail associate 0.53 0.36 2.95, p < .01

Retail manager 0.58 0.48 1.33, p < .01 (one-tailed)

Average 0.40 0.22 1.67, p .05 (one-tailed)

Table 10. Comparison with outliers removed

Job family Removed outliers Total sample Z

Sales 0.02 �0.02 0.52, ns

Customer service representative 0.29 0.26 0.25, ns

Retail associate 0.55 0.53 0.38, ns

Retail manager 0.49 0.57 1.33, p < .10 (one-tailed)

Average 0.34 0.33 0.09, ns
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ratings makes some intuitive sense, these data suggest that basing job analysis judgements

on the entire sample of SMEs is just as accurate.

In summary, looking at the average relationships observed across the four job families

we conclude that (1) importance ratings are related to validities, (2) supervisors provide
more accurate importance ratings than incumbents, and (3) those who report knowing

the job extremely well also provide more accurate importance ratings than those

reporting anything less. Unsupported were the hypotheses that job tenure, industry

experience, or outlier deletion would moderate the importance ratings–validity
relationship.

Discussion

The primary contribution of this research is the illustration of the use of test validity as a

measure of accuracy, providing a new lenswithwhich to evaluate job analysis practices. A

secondary contribution is the affirmation of the relevance of content validity to criterion-

related validity. Be they based on importance ratings, time spent ratings, or something

else, assessment developers have for decades made the leap of faith from SME judgement

to test construction and validation. The current research adds to the very slim body of
evidence that this leap of faith has been justified. Across the four samples, the average

relationship between rated importance and validity was in the 0.4 range.

Evaluating the magnitude of this relationship is difficult because there is so little with

which to compare it. In an unpublished study from a single sample, Weekley et al. (2013)

found a correlation of 0.41 between SME ratings of skill relevance and the validity of skill

training experience in predicting performance. Two other studies reported the data

necessary to replicate the analyses testing hypothesis one. Robertson and Kinder (1993)

reported 33 validities and importance ratings for a variety of personality traits, fromwhich
we computed a correlation between them of r = .38 (p < .05). Similarly, Highhouse,

Zickar, Brooks, Reeve, and Sarkar-Barney (2016) reported job analysis ratings and

validities for 12 traits. The correlation we computed between these by criterion was as

follows:�0.31 (absenteeism), 0.42 (service), and�0.53 (discipline). Ignoring the sign for

the two negatively keyed criteria, the average across the three in the Highhouse et al.

(2016) researchwas 0.42. In short, the job analysis–validity results generated by analysing
data reported by both Robertson and Kinder (1993) and Highhouse et al. (2016), plus the

previousWeekley et al. (2013) study, are nearly identical towhatwas found in the current
studies – a correlation between construct importance ratings and validities in the 0.4

range. Cohen’s (1988) rules of thumb would suggest that this is a moderately strong

relationship. More recent analyses, however, have provided evidence that much smaller

relationships (e.g., r = .30) may in fact be ‘large’ (Bosco, Aguinis, Singh, Field, & Pierce,

2015).

Implications for theory
Tested was a newway to operationalize the concept of accuracy in job analysis ratings by

SMEs – the criterion-related validities of tests. Consistent with the suggestions of

Morgeson and Campion (2000) and Sanchez and Levine (2000), the accuracy of the

inferences drawnwas established through comparisonwith the outcomes the job analysis

data were collected to support. As opposed to measures of agreement or reliability, using

actual outcomes such as validity should provide greater clarity as to which job analysis
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practices result in the most accurate data and most effective processes. The job analytic

practices producing the highest construct importance–validity relationshipswouldbe the

most accurate. The often noted absence of an overarching theory in job analysis (e.g.,

Peterson et al., 2001a; Sanchez& Levine, 2012)may be due in part to an inability to test it.
By filling this void, the current researchwill hopefully stimulate greater theory building in

the realm of job analysis. The use of outcomes as criteria or measures of accuracy is not

limited to the selection context. Using performance difference scores (‘d’) between

groups, for example, would be a straightforward way of comparing the efficacy of

different training methods and even approaches to training development that is based on

job analysis.

Showing a direct relationship between SME judgements, which are commonly used to

estimate content validity, and actual criterion-related validity also supports the unified view
of validity. Under the unified concept of validity, what were once described as different

types of validity (i.e., construct, content, and criterion-related validity) came to be

considered different forms of evidence of validity (Landy, 1986). According to this point of

view, the accuracy of the inference drawn from a predictor depends on its relationship the

criterion measures, how accurately the predictor and criterion measures capture their

intended domains, and how accurately the psychological domain measured by the

predictor was deduced from the performance domain (Binning & Barrett, 1989). This latter

linkage has typically been established via job analysis, wherein SMEs and job analysts are
assumed to be able to identify the individual attributes differentiating high performers from

the rest. Content validity requires the establishment of links between the content of the job

and the content of the test. Be they based on importance ratings, relevance ratings, time

spent ratings, or something else, industrial/organizational psychologists have for decades

made the leap of faith from SME judgement to test construction and validation.

Murphy (2009) stimulated a spirited debate (see also the 12 commentaries to his focal

article in that same issue) and directly challenged the unified view of validity, with his

assertion that content validation is often unrelated to criterion-related validity. Of the
three methods for demonstrating content validity described by Murphy (2009), the

linkage method used in the current study is probably the most common. In this method,

linkages are made judgementally between the KSAO constructs and both the job

performance domain and test content. The extent of overlap determines the appropri-

ateness of the test for use in selection. Aswith all job analysismethods, this formof content

validation is predicated on judgements of unknown accuracy. If the unified concept of

validity is correct, then content accurately judged to be more important or relevant to the

job performance domain should showhigher criterion-related validities than those judged
less important or irrelevant. The current research adds to the very slim body of evidence

that this leap of faith has been justified and affirms the relevance of content validity to

criterion-related validity and the unified view of validity.

Implications for practice

The results indicate that supervisors and SMEs who know the job extremely well may

provide more accurate job requirements information than incumbents or those knowing
the job less well, respectively (although the use of either should result in a valid

assessment battery). Thus, practitioners would be advised to include in their sample of

SMEs a healthy doseof supervisors of the jobbeing analysed. This appears to be true even if

the supervisor did not previously hold the job, questioning the long-held belief that

‘expertise’ comes only from having performed the job. Although requiring replication,
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asking SMEs how well they know the job and omitting those who are not supremely

confident in their knowledge is an easy and low-cost means of potentially improving the

accuracy of the data captured.

Conversely, neither job tenure nor industry experiencewere related to the accuracy of
the job analysis information collected, at least not at the levels studied herein.However, all

SMEs were selected because they were deemed to have been on the job long enough to

know it reasonablywell.We suspect this is typical of job analyses in practice and indicates

that, beyond the minimal level required by each job’s learning curve, additional

experience on the job or in the industry is unnecessary to report accurately on its

requirements, that is, the levels of experiencewith the job needed to report accurately on

its requirements may be quite low. Finally, there was nothing in the results to suggest

eliminating outliers (observations above the 95th percentile or below the fifth percentile)
from the job analysis importance ratings is advisable.

Finally, this study demonstrated that job analysis ratings can be related to the outcomes

they were designed to support, in this case test validities. These results are important

because they confirm the efficacy of current practice. Those conducting criterion-related

validation research will be more likely to observe expected relationships when those

expectations are based on the results of job analysis. More importantly, where criterion-

relatedvalidity cannotbeestablished (e.g., becauseof small samples), practitionerscanhave

greater confidence in the validity of assessments deployed on the basis of a job analysis
alone. The one caveat to this, of course, is the unknown effect of autonomy or job crafting

on the job analysis–validity relationships. Inhighly autonomous jobs,where incumbents are

allowed great latitude in how they go about accomplishing objectives, job analysis mean

importance ratingsmay provide far less insight into the validity of the constructs so rated. In

jobs where there is more than one way to be successful (e.g., a sales job in which goals can

be met either through growing current accounts – ‘farming’ – or through finding entirely

new accounts – ‘hunting’), mean importance ratings may obscure important differences.

Limitations and future research

There are several limitations that must be recognized. All of the various personality traits

received relatively high importance ratings (themean across all traits and studieswas 4.22

on a five-point scale), suggesting that these SMEs had a difficult time making job-related

discriminations on personality traits. The limited variance in the importance ratings

undoubtedly reduced the observed correlations. Variance in importance ratings of the

personality traits was further reduced by excluding low-rated traits in some of the
criterion validation studies. Although the entire inventory was used in many cases, the

traits with the lowest mean importance ratings were not included in the subsequent

validation study in some instances. Restriction of range in the independent variablemeans

that the magnitude of the relationships observed herein may be conservative.

Even after accumulating results to the job family level, the importance–validity
relationship did not always hold up (i.e., in the sales job family). A review of the 11

constituent jobs revealed a wide variety in content (selling products vs. services), price

(transactions of $100 to $100,000 per sale), and approach (consultative multiple-contact
sales vs. ‘one-contact’ transactional sales). Further, some were ‘farmers’ (selling into

existing clients), some ‘hunters’ (selling to new prospects), and others a blend of both.

This may have been too broad of a set of jobs to be considered a job family. A third

limitation was the exclusive reliance on personality measures. The job relevance of

constructs such as knowledge and skill may be more easily rated, which in turn could
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result in higher observed importance–validity relationships for those construct domains.

While some indirect efforts to link job analysis ratings to cognitive ability validities

have been unsuccessful, most have been inmilitary samples using a highly intercorrelated

test battery (the ASVAB) and jobs that probably do not vary widely in cognitive
requirements (Earles & Ree, 1992; Fairbanks et al., 1990; Jones & Ree, 1998; Peterson

et al., 2001a).

There are numerous avenues for future research. As suggested above, extensions of

this line of inquiry to other constructs, such as mental abilities, and use of other types of

measures, such as objectively scoredmultiple choice tests,wouldbehelpful in confirming

that construct importance ratings are related to validity. As there is some evidence that

importance ratings of knowledge and skills are more consistent across SMEs than are

measures of personality (Borman, Kubisiak, & Schneider, 1999; Tsacoumis & Van
Iddekinge, 2006), there exists the potential that the validity of these is better predicted

from a job analysis than constructs such as personality. Likewise, the dependent variable

in this paradigm, criterion-related validities, was all based on self-reported measures of

personality. Objectively scored measures of knowledge, skills, or abilities may yield

different results and should be explored.

Just as different constructs should be examined, the accuracy of different types of job

analysis scales can be compared. Scales that assess ‘differentiation’ or ‘discriminability’

(the extent to which the construct differentiates high performers from others) may be
more useful than importance ratings. This is consistent with the emphasis in competency

modelling on the facets that differentiate high performers from the rest (Campion et al.,

2011). In one example in the authors’ experience, numerical reasoning was rated as

important for professional accountant jobs, but SMEs rated it low on its ability to

differentiate high from low performers. Given that this ability is uniformly high in most

hires from top university accounting programmes, the SMEs recognized the resulting

range restriction. Similarly, perhaps relative importance ratings or rankings would

improve the discriminability of the data. This is especially the case with personality traits
because they all sound so desirable (Raymark, Schmit, & Guion, 1997). Thus, approaches

to expand variance in the importance ratings of the personality traits (e.g., Aguinis,

Mazurkiewicz, & Heggestad, 2008; Raymark et al., 1997) may result in stronger

relationships with the criterion of test validity.

Just as scales should be compared, so too should SMEs. While there is some evidence

that experienced SMEs focus on different features of jobs than do less experienced ones

(e.g., Borman et al., 1992; Landy & Vasey, 1991), we found no evidence in the current

research that more experienced SMEs were more accurate. While common sense would
suggest the more experienced SMEs to be more accurate, it may be the case that less

experienced ones report more accurately on those attributes actually needed at hire. As it

has been recommended that selection procedures focus only on those constructs needed

at hire, research comparing wider ranges of experience on the needed-at-hire construct

may find important differences in accuracy.

More research comparing the relative accuracy of information collected from

incumbents and supervisors is warranted. While far from conclusive, the results suggest

that job requirement information captured from supervisors may be more accurate than
that coming from incumbents. In addition to confirming this, research into the reasons

why would be a valuable contribution. While Morgeson et al. (2004) found evidence of

self-presentation bias among incumbents but not supervisors, further consideration of this

potential bias is needed. Finally, would the same results be observed in jobs offering a

higher level of autonomy to incumbents (and greater potential for job crafting)? Most of
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the jobs studied here could be described as highly scripted (e.g., call centre represen-

tative), allowing little opportunity for job crafting. And while managers and sales

representatives would presumably have higher levels of autonomy in how they go about

doing their jobs, all of the jobs studied herewere at the lower levels of those professions. It
is unknown howmuch latitude they actually had in determiningwhere to focus or how to

go about performing their jobs. It remains a possibility that job crafting enables multiple

paths to success, withmultiple requirement profiles. If true, an average importance rating

taken across SMEs would seemingly blur these distinctions and result in less accurate

specifications of key requirements.
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